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• The main power supply and the battery are the CS that present the
most negative impacts on the total reliability.

• Multi-parameter monitoring systems are essential resources to support
in coping pandemics such as the COVID-19.

• In emergencies (e.g., pandemics), reduced time ranges of maintenance
showed to be promising.

• The model is parametric and modular, and designers can adapt it to
other systems and analysis.

• This study is relevant to support the management of Intensive Care
Units.
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Abstract

Multi-parameter monitoring systems in Intensive Care Units (ICUs) monitor
the clinical condition of critical state patients. These Systems of Systems
(SoS) comprise a set of Constituent Systems (CS) to measure parameters
such as heart rate, respiratory frequency, and temperature. Due to the crit-
ical nature and relevance of ICUs, such SoS shall be as reliable as possible.
That is especially true in emergencies, as the COVID-19 outbreak that re-
sulted in the burden of health care systems. We developed a modular and
parametric model to perform reliability analysis and to provide insights to
assist the management of multi-parameter monitoring systems used in ICUs,
also considering maintenance. First, we modeled a multi-parameter monitor-
ing system for ICUs using the CHESS methodology and modeling language.
Afterward, we performed a reliability analysis using the CHESS state-based
analysis plugin for different scenarios. We identified that the main power
supply and the battery are the CS that present the most negative impacts
on reliability. In emergencies, reduced time ranges of planned maintenance,
when applied during a short period, showed to be promising strategies.
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1. Introduction

Intensive Care Units (ICUs) are hospital environments used to improve
the health care of patients that are in critical health conditions, but are still
considered as recoverable, clustering medical devices and human resources
[1]. Recoverable patients need constant monitoring, medical assistance, and
continuous care, centralized in a single location. Multi-parameter monitoring
systems are an example of typical technology used in ICUs to monitor the
clinical condition of patients.

A multi-parameter monitoring system is a System of Systems (SoS) [2]
used to analyze many physiological data. A monitoring system provides in-
formation to help health care professionals’ in the decision-making process.
An SoS coordinates autonomous Constituent Systems (CS) that provide ser-
vices to achieve a specific goal that cannot be achieved by individual CSs
alone [3]. Therefore, multi-parameter monitoring systems are comprised of
a set of CS to measure parameters such as heart rate, respiratory frequency,
and temperature. The continuous monitoring of this type of parameter is
a requirement for patients in critical health conditions under treatment in
ICUs. For example, the 2020 COVID-19 outbreak evidenced ICUs as essen-
tial resources to support the treatment of patients with acute lung injury.
However, many countries worldwide ran out of ICUs beds and medical de-
vices (e.g., ventilators and multi-parameter monitors) at several hospitals,
due to a large number of COVID-19 severe cases [4]. Multi-parameter mon-
itoring systems are essential resources to cope with pandemics such as the
COVID-19, enabling the continuous monitoring of vital signs and providing
alarms about the patient’s health condition [5].

Given the critical nature and relevance of ICUs, the adopted medical de-
vices, including multi-parameter monitors, shall be as reliable as possible.
Reliability is defined as continuity of correct service [6]; from a statistical
perspective, reliability can be measured as the probability of failure-free op-
eration of a system, in a specific environment, over a given period. For exam-
ple, monitoring systems shall operate using electric power grids, batteries, or
generators. When the electric power grid runs out of power (a common event
in low- and middle-income countries), the battery provides redundancy until
the generator takes place. Lack of electricity can be frequent, depending on
the region in which ICUs are located [7].

Multi-parameter monitoring systems wear out over time and may no
longer function correctly. Therefore, periodic planned maintenance of this
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type of system is relevant to increase the longevity and availability, especially
in critical environments as ICUs, increasing the reliability, and reducing the
risk of failures [8]. For example, the lack of maintenance of the medical
devices of ICUs, over time, can compromise the availability of essential ser-
vices, resulting in hazardous situations to patients, in addition to decreasing
the number of available beds (a critical resource during pandemics). On the
other hand, planned maintenance also produces a considerable impact in the
costs of maintaining ICUs, especially in terms of financial planning, such
that managers of ICUs should have information on the maintenance sched-
ules, maintenance costs, and the probabilities of failure related to medical
devices.

The values can differ from manufacturers’ manuals under specific circum-
stances, such as humidity, power grid quality, maintenance, etc. The power
grid’s lack of quality can compromise the life cycle of electronic equipment.
The lack of resources in small and medium-size hospitals avoids extended
warranties contracts with the manufacturers [9]. Besides, equipment from
several different manufacturers is used in the same unit. In this scenario, it
is hard to establish a maintenance policy and equipment substitution deci-
sion.

In this study, we developed a modular and parametric model to perform
reliability analysis of multi-parameter monitoring systems used in ICUs. The
analysis results can provide insights to assist the management of those sys-
tems, considering usage and maintenance. As a walk-through analysis, we
extracted information on multi-parameter monitoring systems for ICUs by
interviewing a professional with more than fifteen years of experience in the
maintenance of medical devices in several public and private hospitals, ana-
lyzing existing systems (e.g., [10] and [11]) and literature reviews [12, 13]. The
information obtained from the expert helped us understand the problem and
create the block diagram of the equipment focus of this work. Unfortunately,
there is no publicly available reliability data for this domain; neither the
hospitals nor the manufacturers disclose such sensitive data. We contacted a
public university-maintained hospital in a large city, Hospital Universitário
Professor Alberto Antunes (HUPAA/UFAL); they provided standard cali-
bration and periodic maintenance data, but not corrective maintenance data,
evidencing how difficult is to have access to such information.

We modeled a multi-parameter monitoring system for ICUs using the
CHESS Modeling Language (CHESS-ML) and we performed the reliability
analysis with the aid of the CHESS State-Based Analysis (CHESS-SBA)
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tool, simulating different scenarios. CHESS-ML and CHESS-SBA are com-
ponents of the CHESS methodology [14]. The main contribution of this paper
is a modeling methodology based on the CHESS framework. We developed a
parametric and modular, illustrative example model of multi-parameter mon-
itoring systems for ICUs. Besides, we present two additional contributions:
(1) discussions on reliability analysis of the system at specific intervals for
different scenarios using the CHESS-SBA plugin; and (2) insights for planned
maintenance strategies for multi-parameter monitoring systems from the re-
liability analysis.

In this work we provide a high-level reliability calculation model, orga-
nized to be modular and reusable. A modular model promotes the reuse
of CSs models on other projects. A designer can develop models for other
types of equipment, reusing the CSs models from our model. A parametric
model is beneficial because failure probabilities are difficult to access infor-
mation. Therefore, different vendors or users can use specific parameters for
specific systems using the same model without any other changes. Using
this model, hospitals do not need to rely on (un)available third-party data.
Also, they do not need to perform complicated calculations. Finally, as the
model is modular, it is easy to change it to other equipment. We used data
from components such as capacitors to estimate the MTBF of the blocks. A
hospital maintenance person can update the high-level SysML model with
actual MTBF values.

The organization of the rest of this article is as follows. In Section 2, we
discuss the related work. In Section 3, we describe the CHESS methodology,
the CHESS modeling language, and the SBA analysis plugin. In Section 4,
we present the model of the multi-parameter monitoring system using the
CHESS-ML, while in Section 5, we show the analysis results for different
scenarios. In Section 6, we discuss the analysis results. In Section 7, we
conclude the paper and present future work suggestions.

2. Related work

Reliability and availability engineering [15] is a well-established field, and
a wide range of analysis techniques have been developed during the last
decades. Many work adopt a model-based approach [16], in which a complex
system is abstracted into a mathematical model, from which reliability and
availability metrics can be estimated by means of probabilistic techniques.
Such approach is especially useful for critical systems, in which experimental
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approaches are of limited application: access to those systems in their op-
erational context is typically limited, and exercising the real system may be
costly, dangerous or unfeasible.

Recently, Gao and Wang [17] studied a constant retrial machine system
by conducting reliability and availability analysis. They calculated the reli-
ability function and the Mean Time to Failure (MTTF) using the Laplace
transforms method, discussing the optimization of the cost-effectiveness ra-
tio to provide managerial insights. Planned maintenance guides the repair
of the system. Kumar and Jain [18] presented reliability analysis of a multi-
component machining system (a solar energy plant and material handling
system). The authors applied the matrix method approach to analyze tran-
sient behavior, in addition to analyze the sensitivity of the system reliability
and MTTF. Zhang [19] studied random weighted k-out-of-n systems by con-
ducting reliability analysis. The author conducted reliability analysis using
Bernoulli trials under different selection probabilities. Singh and Singh [20]
analyzed the impact of individual component failures on the overall systems
reliability using a Bayesian approach. The authors proposed a technique to
determine the criticality of the components and conducted a case study on
a nuclear power plant system. Closer to our work, Tsarouhas [21] conducted
reliability and maintainability analysis of a hospital dialysis system. The
authors presented descriptive statistics of the failures of the system‘s compo-
nents, calculated the reliability and the maintainability using different time
intervals, and discussed the results to provide insights to assist maintenance.

Manually creating reliability models is a complex task that requires spe-
cialized engineers. However, some modeling patterns are recurrent, and to
a certain extent such models can be derived from the system architecture
enriched with information on the failure and repair processes. Several ap-
proaches have been proposed in this direction; an extensive survey on this
topic can be found in [22]. While many approaches for the automated
derivation of reliability models have been defined, few of them have been
implemented in a real comprehensive tool. In this paper we use the CHESS
methodology [23], implemented in an open, an open source tool developed
and improved over different research projects.

Bressan et al. [14] applied the CHESS methodology to conduct reliability
analysis of a real-world hybrid automotive system. The authors modeled an
hybrid automotive brake system, by specifying the system architecture, CSs,
components, input and output ports, and the necessary connectors between
components. Besides that, they provided an overview of how the CHESS
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methodology can be applied in the context of the ISO 26262 automotive
standard. Montecchi and Gallina [24] proposed a metamodel to model safety-
related properties of socio-technical systems, that is, systems whose behavior
is given by the interplay of humans, organizations, and technology. The au-
thors revised and extended the modeling concepts used in CHESS, with the
objective to support socio-technical entities, and also to provide a better inte-
gration between the CHESS-SBA and CHESS-FLA analysis plugins. To the
best of our knowledge, there is no study applying the CHESS methodology
for the reliability analysis of medical devices.

A considerable number of studies has analyzed the safety of medical sys-
tems and the improvement of management tasks [25, 26, 27, 28]. For instance,
Moura et al. [9] analyzed extended warranties for technology-intensive medi-
cal equipment using game theory to maximize the Original Equipment Man-
ufacturer (OEM) profit and the hospital expected utility. For large hospitals
the extended warranty with priority is the best choice while to medium and
small hospitals the extended warranty without priority or on demand main-
tenance is the best choice. As an extension to their model they propose to
consider the effect of subsystems and components on equipment degradation.

In Rocco et al. [29] the authors applied an approach to validate systems’
reliability and illustrate how to address the limitations of previous works. As
our approach, they also assess the effects of the components’ reliability on
the systems’ reliability.

In Kim and Kim [30] the authors present stochastic models to assist
the design and analysis of systems. They use the models to address the
redundancy allocation problem. One of the main objectives is to maximize
the reliability of systems by using different components, redundancy level,
redundancy strategies. We used a similar approach, however, in our study,
the stochastic models are hidden from the modeler to decrease the time-
consuming and complex task required in the usage of formal languages.

Karabag et al. [31] proposed a Condition based maintenance approach
to multi-component systems. They used partially observable Markov deci-
sion process formulation to optimize maintenance interventions and spare
part selection. They do not take into account the uncertainty in individual
components’ reliability.

Hassan and Masoud [32] defined an integrated socio-technical approach
to study the quantity and quality of interdependent hospitals following earth-
quake occurrence using a stochastic semi- Markovian process. They argue
that repair resources are key to maximize the hospital’s service and function-
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ality.
Xia et al. [33] presented a comprehensible literature overview on prog-

nostics and health management for advanced manufacturing paradigms. Re-
garding the approach related to our work, “prognostics by using mathemat-
ical models to describe the degradation mechanics or damage propagation.”
they point as gap “dependence of specific domain experience and modeling
techniques”, and as challenge “accuracy increase of modeling and parameter
estimation, and consideration of external factors”. In our work we deal with
both using the CHESS methodology. The CHESS modeling is based on the
SysML industry standard and the stochastic Petri nets model is automati-
cally generated from the SysML. The parameter estimation is performed by
a sensibility analysis for component’s failure propagation considering specific
external factors like power grid quality and availability, and humidity, that
are not taken into account in the manufacturers’ manuals and maintenance
plans.

Failure propagation analysis has been applied to several different domains
like interdependent networks [34], mission abort policy [35], high-speed rail-
way [36], power systems [37], cyber-physical systems [38], functional software
failures [39], and Internet of Things (IoT) [40], for example.

In this paper we apply the CHESS methodology to estimate the reliabil-
ity of multi-parameter monitoring systems used in ICUs, considering usage
and planned maintenance, with the objective to support the development of
management strategies. We also analyzed the impact of individual compo-
nent failures on the overall systems reliability. The study of the reliability of
multi-parameter monitoring systems for ICUs is an application domain not
yet addressed in the current state-of-the-art. This type of study is relevant to
support the management of ICUs, preventing lack of resources in emergency
situations such as the COVID-19 pandemic. Moreover, this analysis can be
used as a warning system for planned maintenance.

3. The CHESS Methodology and CHESS-SBA

CHESS [23] is methodology and toolset for the development and anal-
ysis of high-integrity systems, resulting from the effort of different research
projects involving research institutions and the industry. The methodology
has been implemented in an open source toolset that has been released and
it is maintained as an Eclipse project under the PolarSys initiative [41].
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3.1. CHESS Modeling Language

The CHESS methodology is centered around modeling the system archi-
tecture and its non-functional properties, and automatically applying differ-
ent analysis techniques via model transformations. Modeling is done with the
CHESS Modeling Language (CHESS-ML), a customized graphical language
that reuses some elements from the Systems Modeling Language (SysML)
[42], the Unified Modeling Language (UML) [43], and the MARTE pro-
file [44], and also adds specific concepts to model non-functional properties.
CHESS-ML supports modeling the a system at three different levels: system,
software, and hardware, with each level enabling different analysis and veri-
fication plugins. In this paper we focus on the system level, which provides
greater flexibility for reliability analysis.

In the system view, elements derived from SysML are mainly used, in
particular Block Definition Diagrams (BDD) and Internal Block Diagrams
(IBD). Following the CHESS methodology, the kinds of components that
appear in the system are first specified in a BDD, and are then instantiated
in one or more IBD, thus providing the possibility to reuse them.

The internal structure of the system (i.e., its architecture) is defined in
an IBD where the atomic components are instantiated connected together
through ports to represent their interactions.

3.2. State-Based Analysis

Once the system model is defined, it can be analyzed using different
plugins, each applying a different analysis techniques, e.g., data flow analysis,
schedulability analysis, and also dependability analysis. The CHESS State-
Based Analysis plugin (CHESS-SBA) supports automated reliability analysis
of a system modeled using CHESS-ML. The term “state-based” emphasize
that the reliability model of the system is defined in terms of relevant states
and the possible transitions between them.

In more details, CHESS SBA extracts information relevant to reliability
analysis from the system model, and automatically generates a Stochastic
Petri Net (SPN) [45] that represents the failure (and repair) behavior of the
system. After a sequence of model transformations [46], the generated model
is executed on a discrete-event simulator that calculates an estimation of the
reliability metrics of interest. When analysis results are available, their are
added into the original model provided as input, in a process called back-
annotation.
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Of course, for the analysis to be performed, reliability-related information
must be added to the model of the system. To specify the failure behavior,
the methodology supports probability distributions such as exponential, de-
terministic, uniform, normal, gamma, and Weibull. The definition of relia-
bility information is conducted using three stereotypes that can be applied to
SysML or UML elements: SimpleStochasticBehavior, FLABehavior, and
ErrorModelBehavior. Attributes of these stereotypes, which include for ex-
ample failure and repair distributions, can be specified using the MARTE
Value Specification Language (VSL) syntax [44].

The SimpleStochasticBehavior stereotype is used to attach basic reli-
ability information to a component. In this case, the component can only
be affected by one type of internal fault, causing the component to fail im-
mediately. In contrast, the FLABehavior stereotype enables the definition of
a component failure behavior in terms of failure propagation logic (e.g., see
[47]), that is, to specify how propagation incoming from the input ports of the
component is reflected on its output ports. The ErrorModelBehavior stereo-
type enables modelers to provide more details on possible failures and errors.
Details can be specified using a specific type of State Machine Diagram called
ErrorModel, which contains information on the faults/errors/failures prop-
agation chain within a component or block.

Finally, the CHESS SBA plugins enables the simulation of maintenance
strategies. Based on the activity concept, a maintenance strategy can define
a set of activities that are executed when specific conditions are satisfied.
A stereotype called Repair represents a maintenance activity, enabling a
component instance to return to the original healthy state.

4. Multi-parameter Monitoring System Modeling

First, we conducted interviews with a professional with more than fifteen
years of experience in maintenance of medical devices to elicit information
on multi-parameter monitoring systems used in ICUs. The professional con-
tributed by providing information on internal functioning, communication
flows between components, and failures rates. In addition, we analyzed ex-
isting systems from available documentation (e.g., [48, 10] and [11]).

To estimate the failure rates for the blocks of the architecture, failure
rates were defined for components like capacitors, based on their amount
and type (tantalum or electrolytic) [13]. The specialist helped with this
task. Moreover, since hospitals have no extended warranty contracts with
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Figure 1: Preventive maintenance and calibration log example.

the manufacturer, nor third-party maintenance contracts, they keep a de-
tailed history of failure occurrences per equipment. Based on this list, the
in-house maintenance team can estimate the failure rate to define the main-
tenance period for each piece of equipment. It is important to note that the
humidity and the power source are not strictly controlled. In the same unit,
there are different manufacturers for the same equipment. The specialist
worked in the maintenance of several public and private hospitals. Based on
his experience, we defined the failure rates for the blocks, as explained be-
fore, and compared them with the failure logs kept for the equipment in the
hospitals. We found that the estimated values are compatible with the logs.
Unfortunately, hospitals do not disclose those corrective maintenance logs.
Figure 1 shows part of the preventive and calibration log as an illustrative
example.

Multi-parameter monitoring systems usually consists of CSs to monitor
the electrocardiogram (ECG), body temperature (thermometer), oxygen sat-
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Figure 2: Block diagram of a multi-parameter monitoring system (Adapted from [48]).

uration (pulse oximeter), respiratory rate, and blood pressure. In addition,
they have a main power supply (i.e., connected to the electric power grid)
and battery CS. In the following sections, we present the elicited require-
ments along with the description of the model. It is important to note that,
as the model is modular and parametric, besides the exact architecture that
we model in this paper, similar system architectures can be modeled using
this model as basis. The CS models can be reused and changed, and specific
failure probabilities can be updated easily with little effort.

4.1. System Architecture

4.1.1. Overview

The block diagram of the multi-parameter monitoring system for ICUs
is illustrated in Figure 2. We used this block diagram as a basis to model
the system using the CHESS-ML. The CHESS-ML model contains the main
block MultiparameterMonitor, with the CSs ECG and respiratory, ther-
mometer, blood pressure, pulse oximeter, battery, power supply, and power
supply controller. It is possible to see each CS organized with all multi-
parameter monitoring system model on Figure 3. The block definition dia-
gram for the multi-parameter monitoring system is presented on Figure 4.
The PowerSupply block represents the power supply that connects the main
system with electric power grids, while the Battery block represents a bat-
tery used as a redundancy for the main power supply of the monitor. Fi-
nally, the PowerSupplyController block represents a power controller that
receives the electricity from the PowerSupply and Battery blocks, distribut-
ing it to the entire system. The multi-parameter monitoring system only be-
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Figure 3: Highest level specification of a multi-parameter monitoring system using the
internal block diagram.

comes unavailable, due to the total lack of electricity, when the main power
supply and the battery are both unavailable. In ICUs, if the main power
supply fails, an energy generator can be used to maintain the monitoring.
The purpose of the battery is to support the transition between the main
power supply and the generator, preventing the total unavailability of the
system.

In addition, the main block definition diagram is composed of two more
blocks: CPU and MonitorLCD. The CPU block receives and processes all data
from the other CSs (e.g., power supply, heart rate, and respiratory rate). The
StreamResults and VoltageDC data types support the communication flow
between the existing blocks. Figure 3 presents the internal block diagram
used to represent the highest level of decomposition of the multi-parameter
monitoring system.

The ECG, blood pressure, thermometer, and pulse oximeter CSs re-
quire electricity, provided by the PowerSupplyController block. The out-
puts of those CSs are delivered to the CPU block for data processing. In
turn, the CPU sends the processed data to the MonitorLCD block, using the
StreamResults data type. The CPU also sends alarms to the MonitorLCD,
after processing data collected from the sensors. Such alarms are generated
from parameters configured by health professionals that operate the multi-
parameter monitoring systems to support the treatment of specific patients
(e.g., children, young person, or elderly person).

The MonitorLCD block represents the screen used to present real-time in-
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Figure 4: Block definition diagram of a multi-parameter monitoring system.

formation on the monitoring of the patient (bedside monitor). The MonitorLCD
component, powered by the PowerSupplyController block, displays all the
information provided by the CPU. The MonitorLCD is composed of an output
port (StreamOut) that transmits information and alarms. In the remaining
of this section, we detail some of the models of the internal components of the
system. The complete version of the CHESS-ML model of multi-parameter
monitoring systems is available in an online repository [49].

4.1.2. ECG and respiratory constituent system

The ECG and respiratory constituent system consists of electrodes, res-
piratory rate monitor, instrumentation amplifier, filters, and analog-to-digital
converters. The model is composed of blocks that represents Electrodes,
Amplifiers, Filters, and Converters. We also defined the data types
called VoltageDC, HeartRateSignal, RespFSignal, SignalBioElectric,
and ECGAlarm, which are the types used in the communication ports of the
corresponding blocks.

The RespiratoryRate block represents the computation of respiratory
rate based on the impedance of electrodes [50]. This modeling decision relied
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Figure 5: Internal block definition diagram for the ECG and respiratory constituent
system.

on specifications of similar systems and literature reviews that consider the
thoracic impedance method [51]. Thus, the RespiratoryRate block receives
the impedance of electrodes from the Electrodes block, computes the res-
piratory rate, and sends the results through the respiratory output port
of the system. In addition, the Amplifier, Filters, and Converter blocks
require the main power supply and battery, using the communication ports
defined by the VoltageDC data type, representing a continuous power supply.

Therefore, the Amplifier block receives an analog signal collected from
the Electrodes block, using the SignalBioElectric data type. The am-
plified signals are used as inputs to low-pass, high-pass, and notch filters
(Filters block). Afterward, the filtered signals are the inputs for Converter
block, enabling the conversion of the analog signals to the digital domain.
Therefore, two more outputs of this constituent system are produced, using
the HeartRateSignal and ECGSignal data types. Figure 5 presents the in-
ternal block diagram where the communication between blocks is defined,
using the previously specified ports.

4.1.3. Thermometer constituent system

The organization of components (i.e., parts) is similar to that presented
for the ECG and respiratory. The block definition diagram is composed
of the Filter, Converter, Amplifier, and SensorPTC blocks, in addition
to the data types DigitalTemperature, ThermometerSignalCaptured, and
ThermometerAlarm. This constituent system depends on the power supply to
start working, that is, capturing signals from the patients to measure temper-
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Figure 6: Internal block diagram for the Thermometer constituent system.

ature. Electricity is provided for the Converter, Amplifier, and Filter.
Afterward, the Amplifier block sends an energy signal to the SensorPTC

block to start collecting analog signals.
The SensorPTC block captures the signals related to the temperature and

sends them to the Amplifier block, which amplifies the signal. The amplified
signal is sent to the Filter block to remove existing noises. The Filter

block sends the amplified signals to the Converter block to represent the
analog signals in the digital domain (the output of the constituent system).
Figure 6 presents an internal block diagram, containing the communication
flow between the blocks of the Thermometer constituent system.

4.1.4. Pulse oximeter constituent system

The pulse oximeter constituent system measures the oxygen saturation
of patients under monitoring in ICUs. We defined the Leds, PhotoReceptor,
Amplifier, Filters, and Converter blocks to represent the internal parts
of the constituent system. A block called PulseOximeter represents the
highest hierarchical level, containing the communication flow between in-
ternal parts. The blocks Leds and PhotoReceptor represent the sensors
for collecting analog signals from patients. We also defined the data types
Voltage5V, LigthCaptured, SignalOximeterDigital, and AlarmOximeter

to enable the communication flow between internal parts.
Figure 7 presents the internal block diagram, containing the communica-
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tion flow and organization of the blocks of the pulse oximeter constituent
system. The correct functioning of this constituent system depends on elec-
tricity from the main power supply and battery. The Amplifier block sends
an energy signal to the Leds and PhotoReceptor blocks, with a voltage less
than 5V, using the Voltage5V data type. The Leds block generates a light
on the patient’s skin to enable the PhotoReceptor block to capture the pa-
tient’s analog signal related to the oxygen saturation. The PhotoReceptor

block sends the signals to the Amplifier block for amplification. Then, the
amplified signals are processed by the Filters block to remove noises. Fi-
nally, the signals are converted from the analog domain to the digital domain
using the Converter block (the output of the constituent system).

4.1.5. Blood pressure constituent system

The blood pressure constituent system is composed of the Sensor,
Amplifier, Filter, and Converter internal blocks. The BloodPressure is
the block with the highest hierarchical level of this constituent system, which
represents all the communication flows of the internal blocks to measure the
blood pressure of patients. We also defined the data types SignalCaptured,
BloodPressureSignal and BPAlarm. For example, the BloodPressureSignal
data type represents the signals converted to blood pressure information for
the patient.

Figure 8 presents the internal block diagram of the blood pressure con-
stituent system, which contains the communication flows between the inter-
nal blocks. This constituent system requires electricity, for the Converter,

Figure 7: Internal block diagram for the pulse oximeter constituent system.
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Figure 8: Internal block diagram of the blood pressure constituent system.

Amplifier, and Filter blocks to start operating. The Amplifier block
receives the electricity provided by the power supply, and converts it to a
voltage less than 5V, sending the voltage to the Sensor block (to start cap-
turing the patient’s signals). When the patient’s analog signals are captured,
the Sensor block sends them to the Amplifier block, which sends the ampli-
fied signal for the Filter block. Similarly to the others CS, filters are applied
to remove noises from the captured signals. The signals are then provided,
as outputs, to the analog-to-digital Converter block. As highlighted, after
conversion, the constituent system returns the blood pressure information in
a converted signal to digital.

4.2. Error Models

4.2.1. Battery error model

Figure 9 presents the state-based error model that represents the behav-
iors of the battery constituent system. The model contains two error states:
BatteryFault, representing a defect in the battery; and LackofCharge, rep-
resenting the discharge of the battery. The initial state is the healthy state,
indicating that the system is in a desired condition.

The transition to an error state is triggered by an internal fault that occurs
after a certain amount of time; in this model we assume it is distributed ac-
cording to the exponential distribution. The occurrence of the fault results in
a probabilistic choice between BatteryFault and LackofCharge. Transitions
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«errorModel»

BatteryError

healthy

«errorState»

BatteryFault

«InternalFault»

occurrence=exp(5.787E-5)

«Failure»

mode=[out.omission]

Choice1

«errorState»

LackOfCharge
«Failure»

mode=[out.valueSubtle]

«InternalPropagation»

weight=0.6

«InternalPropagation»

weight=0.4

«InternalFault»

«InternalPropagation»

«Failure»

«InternalPropagation» «Failure»

«InternalFault»

«Failure»«InternalPropagation»

«InternalPropagation»

«Failure»

Figure 9: State-based error model of the battery constituent system.

to these error states have different weights, that represent a higher probability
of occurrence for LackofCharge (60%) than for BatteryFault (40%). In this
model, the two failure modes are represented by the omission failure mode
(BatteryFault) and by the valueSubtle failure mode (LackofCharge).

«errorModel»

PowerSupplyError

healthy

«errorState»

PowerSupplyFault

«InternalFault»

occurrence=exp(2.31481E-4)

«Failure»

mode=[out.omission]

«InternalFault»
«Failure»

«InternalFault»
«Failure»

Figure 10: State-based error model of the main power supply constituent system.
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4.2.2. Main power supply error model

Figure 10 presents the state-based error model that represents the be-
haviors of the main power supply constituent system. Similar to the model
presented in Figure 9, we defined a desired state (healthy) and an error state
(PowerSupplyFault). The PowerSupplyFault state represents a defect or
lack of electricity in the electric power grid. In this case, we only used the
omission failure mode to represent the failure. The exponential probabil-
ity distribution illustrated in this model is also used during the reliability
analysis.

4.2.3. Power supply controller error model

The power supply controller constituent system manages the switch
between the main power supply and the battery; as such, it is impacted by
their failures. Figure 11 presents the state-based error model that represents
the behavior of the power supply controller constituent system.

The initial state of this model is a healthy state, representing a generic
desired condition of the system. This error model also contains two error
states (i.e., deviations from nominal state): BatteryFault, representing a
defect or lack of charge in the battery (i.e., omission or valueSubtle failure
modes); and NoEnergyAvailable, representing the lack of electricity in the
electric power grid. However, only the second state produces a failure on the
output port out, meaning that the multi-parameter monitoring system is
left without power (i.e., it becomes unavailable) only if both the main power
supply and the redundant power supply (battery) become unavailable.

5. Reliability Analysis and Results

In this study, we assumed that all the components fail according to an
exponential distribution, which is a common assumptions for electronic com-
ponents in reliability analysis. In CHESS, this is modeled by adding the
SimpleStochasticBehavior stereotype with the proper parameter to the
model components presented in Section 4. The parameter (i.e., rate) of the
exponential distributions has been set based on the known values of Mean
Time Between Failure (MTBF) for the different components. These values
have been obtained by interviewing an experienced professional in mainte-
nance of medical devices in addition to the literature review [13].

The failure rate for each kind of components of CSs the multi-monitor
system is shown in Table 1. We assume that different instances of the same
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Figure 11: State-based error model of the power supply controller constituent system.

Table 1: Constituent Systems and their exponential probability distributions.
Component MTBF Failure Rate (λ)
Electrodes 4,320 hours (6 months) exp(2.31481e-4)
Led‘s 4,320 hours (6 months) exp(2.31481e-4)
Sensors 4,320 hours (6 months) exp(2.31481e-4)
Photoreceptor 4,320 horas (6 months) exp(2.31481E-4)
Main power supply 4,320 hours (6 months) exp(2.31481e-4)
Power supply controller 4,320 hours (6 months) exp(2.31481e-4)
Filters 1,7280 hours (2 years) exp(5.787e-5)
Battery 17,280 hours (2 years) exp(5.787e-5)
Amplifier 0,1% in 5 years exp(2.3E-8)
Converter 0,1% in 5 years exp(2.3E-8)

component, used in different constituent systems, have the same failure dis-
tribution. For example, different instances of amplifiers, filters, and convert-
ers can be found as parts of the CSs ECG And respiratory, thermometer,
pulse oximeter, and blood pressure.

The model is evaluated by discrete-event simulation, using the automated
evaluation facility of the CHESS-SBA plugin. For all experiments, we defined
a confidence interval of 10% and a confidence level of 99%. We conducted the
reliability analysis comparing no maintenance and corrective maintenance.

The first analysis considers seven evaluation scenarios, and no mainte-
nance activities performed (Table 2). Furthermore, we compare the reliabil-
ity of the system when considering power redundancy (i.e., grid and battery),
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Table 2: Reliability analysis results, without maintenance, with and without redundancy
of power supply (i.e., main power and battery).

Usage Time No Redundancy Power Redundancy
12 days 8.583000e-01 9.988000e-01
3 months 3.274000e-01 9.505000e-01
6 months 1.070000e-01 8.560000e-01
9 months 3.395440e-02 7.585000e-01
12 months 1.149509e-02 6.508000e-01
18 months 1.180366e-03 5.017000e-01
24 months 1.146667e-04 (*) 3.814000e-01

with a normal system without redundancy (i.e., no battery or depleted bat-
tery). More specifically, we applied both CHESS-SBA analysis approaches for
12 days (i.e., mean duration of ICUs hospitalization of COVID-19 patients),
3 months, 6 months, 9 months, 12 months, 18 months, and 24 months. Only
the 24 months scenario did not achieve the specified confidence level of 99%,
represented in the table by (*). Figure 12 illustrates the reliability variation
over time based on the results presented in Table 2. Note that time here
is operation time, e.g., “6 months” mean 6 months of continuous uninter-
rupted opreation of the equipment, which therefore produces a conservative
estimate.

In the second analysis we consider the same seven usage scenarios, how-
ever, this time considering planned maintenance of the main power supply,
battery, and power supply controller CSs. We consider two mainte-
nance scenarios: every 6 months and every 12 months. We defined these
maintenance period based on the interviews with the expert. In this analysis
we considered redundancy between the battery and the main power supply.
As in the previous experiment, we ran the analysis for 12 days, 3 months, 6
months, 9 months, 12 months, 18 months, and 24 months. In addition, to
improve the discussion presented in the next section, Table 4 describes the
same seven scenarios, however, considering reduced time ranges for planned
maintenance of 1 month and 3 months.

This type of analysis is relevant in the context of emergency situations
such as COVID-19 outbreaks, considering that viruses are usually seasonal.
For example, in the case of the COVID-19 pandemic, planning maintenance of
medical devices used in ICUs beforehand may assist hospitals in reducing the
negative impact of medical device shortages during a new wave of the disease.
This type of scenario is also relevant for other seasonal viruses, mainly in
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Figure 12: Reliability variation over time, without maintenance, for simple stochastic
behavior and error model behavior.

low- and middle-income countries, which suffer from critical shortages of
medical devices. To summarize the planned maintenance impacts, Figure 13
illustrates the reliability variation over time, with maintenance (i.e., every 1
month, every 3 moths, every 6 months, and every 12 months) and with no
maintenance, based on the results presented in Table 3 and Table 4.

6. Discussion

Some characteristics related to the environment and operators may nega-
tively impact the reliability of multi-parameter monitoring systems, such as
low quality of electric power grid and incorrect inputs of parameter values.
However, such external actors are out of the scope of this study. Therefore,
we focused on the internal components of the systems. As defined in the
CHESS methodology, we have some assumptions when building and analyz-
ing the model. The faults in the CS are independent of each other. The fault
activation delay is zero. The propagation path follows the flow ports with
zero delays.

We analyzed the impacts of CS failures on the reliability of a multi-
parameter monitoring system. The main power supply has the highest impact
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Table 3: Reliability analysis results with redundancy of power supply, with planned peri-
odic maintenance for different scenarios and periods.

Usage Time 6 months 12 months
12 days 9.988000e-01 9.988000e-01
3 months 9.505000e-01 9.505000e-01
6 months 8.560000e-01 8.560000e-01
9 months 8.163000e-01 7.585000e-01
12 months 7.512000e-01 6.508000e-01
18 months 6.605000e-01 5.792000e-01
24 months 5.888000e-01 4.434000e-01

Table 4: Reliability analysis results with redundancy of power supply, with reduced time
ranges for planned maintenance.

Usage Time 1 month 3 months

12 days 9.988000e-01 9.988000e-01

3 months 9.803000e-01 9.505000e-01

6 months 9.646000e-01 9.093000e-01

9 months 9.420000e-01 8.701000e-01

12 months 9.372000e-01 8.381000e-01

18 months 9.104000e-01 7.759000e-01

24 months 8.919000e-01 7.374000e-01

on the probability of failure, followed by the power supply controller and bat-
tery. When the power supply controller fails, the entire system is affected.
The impact of the remaining CS in the entire system is almost the same
because they are composed of similar components (i.e., amplifiers, filters,
and converters). The main difference between the CS (ECGAndRespiratory,
Thermometer, Blood pressure, and PulseOximeter) is the number of sen-
sors used in the specification.

In the basic model, not considering redundancy of power supply (Table 2,
column 2), the probability that after 288 hours (12 days) the system has not
failed is still relatively high (85.83%). That is the meantime of ICUs hospital-
ization of COVID-19 patients [52]. As usage time increases, the probability
of failure increases considerably. For example, after 18 months, reliabiltiy
reduces to 0.11%. Note that in this model there is no redundancy, and the
failure of any components propagates instantly, causing a failure of the entire
system.

The inclusion of power supplies redundancy, using the error model be-

23



12 days 3 months 6 months 9 months 12 months 18 months 24 months

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

1 month 3 months 6 months

12 months no maintenance

Figure 13: Reliability variation over time, without maintenance and with maintenance
(i.e., every 1 month, 3 moths, 6 months, and 12 months).

havior approach, with no maintenance, increased the system reliability for
all usage time scenarios (Table 2, column 3). This happened because of the
failure behavior modeled in Figure 9, Figure 10, and Figure 11. When the
battery (Figure 9) or main power supply (Figure 10) fail, a failure mode is
emitted in the output port of these CSs, requiring the power supply controller
(Figure 11) to verify the availability of electricity from the other source. If
both CSs fail, the multi-parameter monitoring system becomes unavailable.
For example, this redundancy for the three-months scenario increased the
reliability from 32.74% (no redundancy) to 95.05%. For the 24-months sce-
nario, reliability increased from 0.011% to 38.14%. For emergency scenarios,
the reliability increase is relevant for managing the impacts on the shortages
of medical devices in ICUs. Note also that considering power redundancy the
reliability for the 12-days scenarios (COVID-19 scenario) increases to 99.88%,
which is greatly improved over the value of 85.83% without redundancy.

If planned maintenance of the main power supply, battery, and power

supply controller CSs is considered, for a standard period of time (6 or
12 months) the reliability increases considerably (Table 3). For example, in
the 9-months scenario, when applying a periodic maintenance activity every
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6 months the reliability increased from 75.85% to 81.63%. In a real-world
scenario (e.g., the COVID-19 pandemic), periodic maintenance can decrease
even more the shortages of medical devices in ICUs when compared to the
results with no planned maintenance (Table 2, column 3). Therefore, the
benefits of planned maintenance of only three CS of the system are high,
showing the importance of the analysis to assist managers in planning main-
tenance strategies. The planned maintenance cost is low (e.g., cleaning and
replacing capacitors) and decreases if concentrated on the highest failure
probability CS.

The choice between 6 or 12 months depends on the financial or human
resources of a specific hospital. For example, in low- and middle-income
countries, there are many public hospitals in precarious conditions. In non-
pandemic scenarios, 12 months may be enough to provide acceptable relia-
bility (i.e., considering non-continuous operation of the equipment). In fact,
for the 24-months scenario, there is a relatively low reduction in reliability (-
14.54%) if applying maintenance every 12 months instead of every 6 months.
Otherwise, periodic maintenance of 12 months is the best scenario. It is im-
portant to note that we assume that, after a maintenance activity, the system
comes back to the as new state. That means that, for this model version,
we do not take into account the accumulated degradation of the equipment.
Moreover, we assume that maintenance success probability is 95% and the
activity has a 5 minutes duration.

We also analyzed two more planned maintenance schedules (Table 2) to
improve the discussion and provide insights to guide the definition of main-
tenance strategies considering pandemic ICUs scenarios. First, we use three
months for the 24-months scenario; the reliability increased from 38.14% (no
maintenance) to 73.74% (maintenance). When we use one month, the re-
liability increased from 38.14% (no maintenance) to 89.19% (maintenance).
Therefore, there is a 15.45% increase in the reliability from one to three
months of periodic maintenance. For a pandemic ICUs scenario, this is im-
portant due to the seasonality of viruses known as waves. For example,
in March 2020, the world health organization declared a pandemic due to
COVID-19 outbreaks, the first wave. At the end of October 2020, some
European countries announced lockdown measures due to the new reported
COVID-19 outbreak, the second wave, a difference of only eight months be-
tween the first and second waves. Besides, up to October 2020, Brazil and
the USA were still facing the first wave.

Reduced time intervals for periodic maintenance can help avoid the short-
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ages of medical devices in ICUs, considering the short periods between waves
(i.e., eight months) or the unclear finishing point of the first one. For ex-
ample, if the equipment is purchased by a hospital at the beginning of the
pandemic, with periodic maintenance of six months, the reliability for nine
months is 81.63%. For three months, the reliability increases to 87.01%, while
for one month, the reliability increases to 94.20%. The reliability increases
12.57%, from one to six months, for the nine-month scenario (i.e., within the
time window of the second wave in Europe). That indicates possible benefits
in defining emergency maintenance plans for pandemic/epidemics situations,
even for low- and middle- income countries.

7. Conclusions

In this study, we developed a modular and parametric model to analyze
the reliability of a multi-parameter monitoring system for Intensive Care
Units (ICUs). We calculated the reliability using different modeling ap-
proaches and scenarios using the CHESS methodology. The inclusion of
a power supply redundancy positively impacted the reliability of systems for
all analyzed scenarios. Using the reliability analysis, we identified that the
main power supply and the battery are the CSs that present the most nega-
tive impacts on the total reliability of the entire system in failure situations.
In non-pandemic (or epidemic) situations, the planned maintenance with a
periodicity of 6 months and 12 months present a relevant impact in increasing
the reliability of such systems. In pandemics situations, reduced time ranges
of planned maintenance, when applied during a short period, showed to be
a promising strategy to increase the reliability of the multi-parameter mon-
itoring system for ICUs. Therefore, the analysis presented in this study is
relevant for managers of ICUs for planning maintenance strategies to address
emergencies such as the COVID-19 pandemic.

Despite the use of the CHESS methodology to analyze the reliability, the
results, and discussions that we presented can be helpful to other medical
devices, such as respirators. We interviewed a maintenance professional with
more than fifteen years of experience to define the failure probabilities of the
CS but, as the model is parametric, it is possible to easily configure the model
based on a specific system parameter, enabling new reliability calculations.
Moreover, as the model is modular, the CS (sub)models presented in this
work can be reused or adapted to analyze other kinds of medical devices.
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The main difficulty in developing this kind of study is to access real
failure probabilities of market devices. Either they are specific to certain
technology (e.g., electrolytic and tantalum capacitors) or high-level business-
related metrics (e.g., equipment recall rate). As future work, we plan to
investigate failure probabilities of real market devices for the CSs, and to
compare the results with the one obtained in this work. Our intuition is
that even for approximated values, the results are still helpful, and it is not
necessary to have vendor-specific probabilities. Another future work is to
analyze other kinds of medical systems reusing some of the CS used in this
work. Finally, we will perform a qualitative evaluation of our approach with
real maintenance strategies used in a local hospital.
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